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Linked / multi-mode networks

Derived
networks

V. B. 1j . - .
L Linked or multi-mode networks are collections of networks over

Linked at least two sets of nodes (modes) and consist of some

networks . .
one-mode networks and some two-mode networks linking
different modes.

Multiplication

Co-authorship
networks

o For example: modes are Persons and Organizations. Two

approach one-mode networks describe collaboration among Persons and

Other derived among Organizations. The linking two-mode network describes
membership of Persons to different Organizations.

Conclusions

References

Linked networks were introduced as a Meta-Matrix approach by
Krackhardt and Carley in 1998 [5, 3].
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MetaMatrix

Carley and Diesner

Meta-Matrix | Agent Knowledge | Resources | Tasks/ Organizations | Location
Entiti E
network | network network network network location
network
Knowledge Information | Training Knowledge | Organizational | Knowledge
network network requirement | knowledge location
network network network
Resources Resource Resource Resource
network requirement | Capability location
Network network network
Tasks/ Events Preced Org | Task/Event
network assignment location
network network
Organizations Inter- Organizatio
organi 1| nal | i
network network
Location Proximity
network
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http://www.casos.cs.cmu.edu/events/summer_institute/2014/reading_list/pubs/Diesner_2005_revealingsocial.pdf

« - C ’@www.casos.cs.cmu.edu/compulalionaLtouls,v'datasels,‘se‘ts/embassy{
embassy - dataset
These data concern the tanzania embassy bombing
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http://www.casos.cs.cmu.edu/computational_tools/datasets/

Analysis of linked networks

Derived
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Linked
networks

We can analyze each network separately using available
methods for analysis of one-mode and two-mode networks.

Multiplication
Co-authorship

networks

For analysis of linked networks we can also use the constrained

Fractional . N,

aliidaly blockmodeling approach (Ziberna [10]).

Other derived . . . . .

et In this presentation we will discuss some issues related to the
Conclusions use of derived networks obtained by network multiplication.

References
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Multiplication of networks

Derived
networks

V. Batagel; Given a pair of compatible networks Na = ((Z,K),.Aa, wa)
o and Ng = ((K,J), Ag, wg) with corresponding matrices
networks Az x and By« 7 we call a product of networks Ny and N a
Multiplication network N¢c = ((Z,J), Ac, wc), where
Cosmontie: Ac={(i,j):i€ZL,j€T,cj#0}and we(i,j) = c; for
o (i,j) € Ac. The product matrix C = [¢;jlzxg = A* B is

SpIeEE defined in the standard way

Other derived
networks

Conclusions Cl,j = E al,k : bkL/

References kek

In the case when 7 = K = J we are dealing with ordinary
one-mode networks (with square matrices).
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Multiplication of networks

Gij = Z 3j k- bk

keNa(i)NNg (j)

If all weights in networks N4 and Np are equal to 1 the value of ¢;;
counts the number of ways we can go from / € Z to j € J passing
through K: Gij= ‘NA(I) n NB_(j)‘
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Multiplication of networks

The standard matrix multiplication is too slow to be used for
large networks. For sparse large networks we can multiply much
faster considering only nonzero elements. In general the
multiplication of large sparse networks is a 'dangerous’
operation since the result can 'explode’ — it is not sparse.

If for the sparse networks Ns and Ng there are in K only few
nodes with large degree and no one among them with large
degree in both networks then also the resulting product
network N¢ is sparse.

The multiplication transforms two linked networks on sets
Z x K and K x J into a network on the sets 7 x J. Such
networks are called derived networks. They are usually
weighted.
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Two-mode network analysis

by conversion to one-mode network — projections
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P Often we transform a two-mode network N = ((U, V), L, w)
Multiplication iNto an ordinary (one-mode) network N, = (U, A, w,) or/and

comhorshin Ne = (V, Ac, we), where A, and w, are determined by the
networks .
matrix W, = WW .

Fractional
approach

oo The network N¢ is determined in a similar way by the matrix
ther derive
networks WC e WTW

Conclusions

The networks N, and N¢ are analyzed using standard methods.
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Bibliographic networks

From a bibliography on selected topic we can construct some
two-mode networks:

works x authors (WA),

works x keywords (WK);

works X journals/publishers (WJ);

works x classification (WC)

authors X institutions (Al);

institutions x countries (states) (IS);

and sometimes also the one-mode citation network
works x works (Ci);

where works include papers, reports, books, patents etc.

Besides this we get also at least the partition of works by the
publication year, and the vector of number of pages.
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First co-authorship network

Let WA be the works x authors two-mode authorship network;
wap; = 1 is describing the authorship of author i of work p.

Vpe W: Z wap; = outdega(p) = # authors of work p
icA
Transposition N'T or t(N) is a network obtained from A in

which the node sets are interchanged and to all arcs their
direction is reversed. AW = WAT, KW = WK, ...

The first co-authorship network is defined as Co = AW x WA

cojj = E wapiWap = E 1

pPEW pEN=(NNN~())
cojj = the number of works that authors i and j wrote together
coj; = the total number of works that author i wrote

It holds: coj; = coj;.
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Problem - papers with many co-authors
Cores of orders 20-47 in Co(SN5)

Network SN5 (2008): for "social network*" 4 most frequent references + around 100 social networkers;

D [W| = 193376, |C| = 7950, | A| = 75930, |J| = 14651, [K| = 29267

networks
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Outer product decomposition

Let x = [x1,%2,...,Xy] and y = [y1, V2, ..., ¥m] be vectors. Their
outer product x o y is an n X m matrix defined as

Xoy = [Xi'yj]nxm
Denoting S = >, x; and S, = . y; we get
SZZ(xoy),-j:ZZX;-)/j:Zx;-Zyj:SX-Sy
ij i i j
Therefore:  S,=5,=1 = S=1

It is easy to veryfy that the outer product decomposition holds

AK = AW+ WK = Y WA[w, Jo WK[w, ], AW =WA"

Note that for networks with all weights equal to 1 we have
WA[w, -] o WK[w, -] = KNwa(w), N (w)
xX'=x/5% = S¢=1

V. Batagelj Derived networks



Example

outer product decomposition
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COoORKRE

[N

[eNoXeoNoN

V. Batagelj T
WA al a2 a3 a4 WK k1 k2 k3 k4 AK
Linked wi 1 0 1 O wi 1 1 0 O al
networks w2 1 1 0 O w2 1 0 1 O a2
Vet w3 1 0 1 1 x w3 0 1 1 1 = a3
AHEED wd 0 1 0 1 wi 0 0 1 0 a4
Co-authorship ws 1 0 1 1 ws 0 1 0 1
networks
Fractional AK k1 k2 k3 k4 H1 k1 k2 k3 k4 H2
approach al 2 3 2 2 al 1 1 0 O al
Other derived a2 1 0 2 0 = a2 0 0 0O 0 + a2
" a3 1 3 1 2 a3 1 1 0 O a3
ad 0 2 2 2 a4 0 0 O O a4
Conclusions
H3 k1 k2 k3 k4 H4 k1 k2 k3 k4 H5
IREEETEE atl 0 1 1 1 al 0 0 0 O a1
a2 0 0 0 0 + a2 0 O 1 O + a2
a3 0 1 1 1 a3 0 0 0 O a3
ad 0 1 1 1 ad 0 0 1 O ad
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Fractional approach

(Out) normalization n(N') is a network obtained from A in
which the weight of each arc a is divided by the sum of weights
of all arcs having the same initial node as the arc a. For binary
networks

1
max(1, outdeg(i))

n(A) = diag( Jiez * A

To get an equal contribution S = 1 of each work to the
co-autorship network we have to use normalized vectors in the
outer product decomposition. This is equivalent to define a
normalized autorship network N = n(WA) — fractional
approach [2, 4, 8, 6, 9].
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Third co-authorship network
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et Then the third co-authorship network is

networks

Multiplication Ct = NT * N

Co-authorship
networks

ctjj = the total contribution of ‘collaboration’ of author i with

Fractional .

approach authorj to WorkS.
Other derived

networks It hO|C|S CtU = Ctﬂ

Conclusions

We usually transform the network Ct into the corresponding
undirected network with doubled weights.

References
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Network SN5 (2008): for "social network*" + most frequent references + around 100 social networkers;
|W| = 193376, |C| = 7950, |A| = 75930, |J| = 14651, |K| = 29267
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Newman's co-authorship network

In 2001 Newman [7] proposed another fractional approach to defining
a co-authorship network considered as a proxy for collaboration
network. It is based on slightly different normalization

1
max(1, outdeg(i) — 1)

' (A) = diag Jiex A

The fourth or Newman's co-authorship network is defined as

Ct' = N" «N’, where N’ = n/(WA).
ct,fj = the total contribution of ‘strict collaboration’ of authors i/ and j
to works.

The final result is returned as an undirected simple network without
loops and with weights

=% 2 Wapi - Wapj
v > max (1, outdegy,(p)) - max(1, outdegy,s(p) — 1)

V. Batagelj Derived networks



Authors’ citations network

Derived
networks

V. Batagelj

Linked
networks

Multiplication

Co-authorship
networks

Fractional
approach

Other derived
networks

A . A
o WA w Ci W WA

Conclusions

Ca = AW « Ci = WA is a network of citations between authors.
The weight w(/, ) counts the number of times a work authored
by i is citing a work authored by ;.
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Network SN5 (2008): for "social network*" + most frequent references + around 100 social networkers;
|W| = 193376, |C| = 7950, |A| = 75930, |J| = 14651, |K| = 29267
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Bibliographic Coupling

Derived p q

networks

V- Batsgel In WoS2Pajek the citation

Linked relation means p Ci ¢ =

networks work P cites work q.
Multiplication

e © O OvO O O O O O

Fractional
approach

Therefore the bibliographic coupling (Kessler, 1963) network biCo

Other derived

e can be determined as
Conclusions biCO = Ci * CiT
References bicopq = # of works cited by both works p and g = |Ci(p) N Ci(q)|.

Bibliographic coupling weights are symmetric: bicopq = bicogp:
biCo” = (Ci*Ci")" = Ci*Ci” = biCo
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Bibliographic Coupling
fractional approach
Again we have problems with works with many citations, especially

with review papers. To neutralize their impact we can introduce
normalized measures. Let's first look at

biC = n(Ci)  Ci"

where n(Ci) = D % Ci and D = diag( D"=D.

biC = (D % Ci) « Ci” = D = biCo
biC” = (D *biCo)” = biCo’ D" = biCo D
For Ci(p) # 0 and Ci(q) # 0 it holds (proportions)

|Ci(p) N Ci(q)|
ICi(p)|

and biC,, € [0, 1].

|Ci(p) N Ci(q)|

biC
pa Ci(q)|

and  biCg, = = biC/,
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Bibliographic Coupling

fractional approach
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Linked . . . .
networks Using biC we can construct different normalized measures such as

Multiplication

Co-authorship biCogpq = bicpq . biqu =

networks

|ICi(p) N Ci(g)]  Geometric mean
Fractional

= - Salton cosinus
VICi(p)[ - |Ci(q)|
approach

R = (2 AL
Other derived  biCoj,; = (biCpy + biC, — 1) = Ci(p) U Ci(q)] Jaccard index

Conclusions

Both measures are symmetric.

References
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Bibliographic Coupling
Jaccard islands [15, 75]

Network BMc (2016): for "block model*" or "network clusterx" ...;

|W| = 5605, |A| = 13376, |J| = 1756, |K| = 10269
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Conclusions
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S e Network multiplication enables us to link by derived
Multiplication networks some directly unlinked modes in a multimode
Co-authorship network.

networks

o e The analysis of the obtained networks can be based on
approach their weights using cuts, (generalized) cores, islands, etc.
Other derived — . .
networks e It is important to understand the meaning of the weights.
Conclusions Weights appropriate for our research question can be often
References obtained by an appropriate normalization.
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