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Synonyms
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Glossary
Algebraic Structure
A set with one or more operations defined on it
Network Analysis
A study of networks as representations of relations between discrete objects
Sparse Matrix
A matrix with most of entries equal to zero
Large Network
A network with several thousands or millions of nodes
Complete Graph
K  n  A network in which every pair of nodes is linked
[bookmark: Sec19103]

Introduction
Semirings are an algebraic structure with two operations that provide the basic conditions for studying matrix addition and multiplication and path problems in networks. Several results and algorithms from different fields of application turn out to be just special cases over the corresponding semirings.
[bookmark: Sec19104]

Semirings
[bookmark: IEq1961][bookmark: IEq1962][bookmark: IEq1963]Let \(\mathbb K\) be a set and a;b;c elements from \(\mathbb K\). A semiring (Abdali and Saunders 1985; Baras and Theodorakopoulos 2010; Batagelj 1994) is an algebraic structure. ( \(\mathbb K\), ⊕, ⊙,0,1) with two binary operations addition ⊕ and multiplication ⊙ where:
[bookmark: IEq1964]( \(\mathbb K\),⊕) is an abelian monoid with neutral element 0 (zero):
[bookmark: Equ1913]$$\begin{array}{ll}& a \oplus b = b \oplus a\,{\rm{commutativity}} \cr& (a \oplus b) \oplus c = a \oplus (b \oplus c)\,{\rm{associativity}} \cr& a \oplus 0 = a\,{\rm{existence}}\,{\rm{of}}\,{\rm{zero}}\end{array}$$
[bookmark: IEq1965]( \(\mathbb K\),⊙) is a monoid with neutral element 1 (unit):
[bookmark: Equ1914]$$\begin{array}{ll}& (a \odot b) \odot c = a \odot (b \odot c)\,{\rm{associativity}} \cr& a \odot 1 = 1 \odot a = a\,{\rm{existence}}\,{\rm{of}}\,{\rm{unit}}\end{array}$$
Multiplication ⊙ distributes over addition ⊕:
[bookmark: Equ1915]$$\begin{array}{ll}& a \odot (b \oplus c) = a \odot b \oplus a \odot c \cr& (b \oplus c) \odot a = b \odot a \oplus c \odot a \end{array}$$
In the expressions we assume precedence of multiplication over addition.
[bookmark: IEq1966]A semiring ( \(\mathbb K\), ⊕,⊙,0,1) is complete iff the addition is well defined for countable sets of elements and the commutativity, associativity, and distributivity hold in the case of countable sets. These properties are generalized in this case; for example, the distributivity takes form
[bookmark: Equ1916]$$\begin{array}{ll}& \left( { \oplus _i a_i } \right) \odot \left( { \oplus _j b_j } \right) = \oplus _i \left( { \oplus _j (a_i \odot b_j )} \right) \cr & = \oplus _{i,j} (a_i \odot b_j ).\end{array}$$
[bookmark: IEq1967][bookmark: IEq1968]The addition is idempotent iff a ⊕ a = a for all a ∈ \(\mathbb K\) : In this case the semiring over a finite set \(\mathbb K\) is complete.
[bookmark: IEq1969][bookmark: IEq1970]A semiring ( \(\mathbb K\), ⊕,⊙,0,1) is closed iff for the additional (unary) closure operation * it holds for all a * \(\mathbb K\):
[bookmark: Equ1917]$$a^* = 1 \oplus a \odot a^* = 1 \oplus a^* \odot a.$$
Different closures over the same semiring can exist. A complete semiring is always closed for the closure
[bookmark: Equ1918]$$a^* = \oplus_{k \in \mathbb{N}} a^k.$$
In a closed semiring we can also define a strict closure ā by
[bookmark: Equ1919]$$\overline{a} = a \odot a^*.$$
[bookmark: IEq1971][bookmark: IEq1972]In a semiring ( \(\mathbb K\), ⊕;⊙,0,1) the absorption law holds iff for all a, b, c ∈ \(\mathbb K\):
[bookmark: Equ1920]$$a \odot b \oplus a\odot c \odot b = a \odot b.$$
[bookmark: IEq1973]Because of distributivity it is sufficient to check the property 1 ⊕ c = 1 for all c ∈ \(\mathbb K\).
[bookmark: Sec19110]

Combinatorial Semiring (ℕ, +, ∙, 0,1)
[bookmark: IEq1974][bookmark: IEq1975]This is the most commonly used semiring. Also some other sets are used: ℝ, \(\mathbb{R}, \mathbb{R}_0^+, \mathbb{Q}\). For ℕ̄ = ℕ∪ {∞}, the semiring is closed for \(a^* = \sum_{k \in \overline{\mathbb{N}}}a^k\) because it is a complete semiring. Another possible closure for ℝ̄ = ℝ ∪ {∞} is a* = 1=.1 − a) for a ≠ 1, ∞ and 0* = 1;1* = ∞, and ∞* = ∞. This semiring is commutative because it holds a ⊙ b = b ⊙ a for all a and b in the set. Combinatorial semiring is not an idempotent semiring.
[bookmark: Sec19111]

Reachability Semiring ({0,1}, ∨, ∧, 0,1)
The logical (Boolean) semiring is useful for solving the connectivity questions in networks. The multiplication is commutative and the absorption law holds. The reachability semiring is closed for a* = 1 ∨ a ∧ a * = 1.
[bookmark: Sec19112]

[bookmark: IEq1976]Shortest Paths Semiring \((\overline{\mathbb{R}}^+_0,\!\min,\!+,\!\infty,\!0)\)
[bookmark: IEq1977]The commutativity of multiplication holds in this semiring. The semiring is closed for a* = min(0, a + a*) = 0 (0 is the smallest element in the set \(\mathbb{R}^+_0\)). Since min(0, a) = 0, the absorption law also holds. For the set ℕ ∪ {∞}, the semiring is called tropical semiring. Another set is ℝ ∪ {∞} and in this case the semiring is isomorphic ( x → − x) to max-plus semiring (ℝ,∪{−∞}, max; +, −,∞,0).
[bookmark: Sec19113]

[bookmark: IEq1978]Pathfinder Semiring \((\overline{\mathbb{R}}_0^+, \min, \fbox{r}, \infty, 0)\)
The Pathfinder semiring (Schvaneveldt et al. 1988) is a special case from the family of the semirings obtained as follows. Let B ⊆ ℝ̄ be such that ( B, +, ∙,0;1) or ( B, min; +, U, 0) is a semiring ( U = max( B)). Therefore 0 ∈ B and 1 ∈ B. Let A ⊆ ℝ be such that g : A → B is a bijection. Let us define operations ⊕,▿, ⊙ so that g is a homomorphism:
[bookmark: Equ1921]$$\begin{array}{ll}g(a \oplus b)& = \,g(a) + g(b), \cr g(a\nabla b)& = \,\min (g(a),g(b)), \cr g(a \odot b)& = \,\,g(a)\cdot g(b). \end{array}$$
This is equivalent to
[bookmark: Equ1922]$$\begin{array}{ll}a \oplus b& = \,g^{ - 1} (g(a) + g(b)), \cr a\nabla b& = \,g^{ - 1} (\min (g(a),g(b))), \cr a \odot b& = \,g^{ - 1} (g(a)\cdot g(b)).\end{array}$$
[bookmark: IEq1979]The function g −1 is also a homomorphism. If g is strictly increasing function, then a▿ b = g −1(min( g( a), g( b))) = min(a,b). Since the homomorphisms preserve the algebraic properties, also the structure ( A, ⊕,⊙, g −1(0), g −1(1)) A ⊆ \(\overline {\mathbb R}\), is a semiring.
[bookmark: IEq1980][bookmark: IEq1981][bookmark: IEq1982]For \(g(x) = x^r, g^{-1}(y) = \sqrt[r]{y}\), we get the Pathfinder semiring. \((\overline{\mathbb{R}}_0^+, \min, \fbox{r}, \infty, 0)\). The multiplicative operation is the Minkowski operation \(a \fbox{r} b = \sqrt[r]{a^r + b^r}\). This semiring is closed for a* =0 and the absorption law holds in it.
In Pathfinder algorithm the value r for the Minkowski operation is selected according to dissimilarity measure. For a value r = 1, the semiring is the shortest path semiring, and for a value r = ∞, the semiring is min-max semiring.
Several other examples of semirings can be found in Carré ( 1979), Burkardet al. ( 1984), Gondran and Minoux ( 2008), Baras and Theodorakopoulos ( 2010), and Kepner and Gilbert ( 2011).
[bookmark: Sec19105]

Matrices
[bookmark: IEq1983][bookmark: IEq1984]A m × n matrix A over a set \(\mathbb K\) is a rectangular array of elements from the set \(\mathbb K\) that consists of m rows and n columns. The entry in ith row and j th column is denoted by a  ij . If m = n the matrix A is called a square matrix. The matrix with all entry values equal to 0 is called the zero matrix and is denoted by O  mn .
[bookmark: IEq1985]The transpose of matrix A is a matrix A  T  in which the rows of A are written as the columns of \(\bf{A}^T: a_{ij}^T = a_{ji}\). A square matrix A is symmetric if A = A  T .
A diagonal matrix is a square matrix A such that only diagonal elements are nonzero: a  ij  = 0; i ≠ j.If a  ii  = 1; i = 1,…, n, this matrix is called the identity matrix I  n  of order n. The matrix A is upper triangular if a  ij  = 0, i > j, and its transpose is the lower triangular matrix.
[bookmark: IEq1986][bookmark: IEq1987][bookmark: IEq1988]Let \({\mathcal M}\)  mn ( \(\mathbb K\)) be a set of matrices of order m × n over the semiring ( \(\mathbb K\), ⊕, ⊙,0,1) in which we additionally require
[bookmark: Equ1923]$$\forall s \in {\mathbb K}: s \odot 0 = 0 \odot s = 0$$
[bookmark: IEq1989][bookmark: IEq1990][bookmark: IEq1991][bookmark: IEq1992][bookmark: IEq1993]and let \({\mathcal M}\)( \(\mathbb K\)) be a set of all matrices over the \(\mathbb K\). The operations ⊕ and ⊙ can be extended to the \({\mathcal M}\)( \(\mathbb K\)):
[bookmark: Equ1924]$$\begin{array}{ll}{\bf{A}},{\rm{ }}{\bf{B}}& \in {\cal M}_{mn} ({\mathbb K}):{\rm{ }}{\bf{A}} \oplus {\bf{B}} = [a_{uv} \oplus b_{uv} ] \in {\cal M}_{mn} ({\mathbb K}) \cr & \cr& \quad \quad \quad {\bf{A}} \in {\cal M}_{mk} ({\mathbb K}),{\rm{ }}{\bf{B}} \in {\cal M}_{kn} ({\mathbb K}): \cr & {\bf{A}} \odot {\bf{B}} = [ \oplus _{t = 1}^k a_{ut} \odot b_{tv} ] \in {\cal M}_{mn} ({\mathbb K}).\end{array}$$
Then:
[bookmark: IEq1994][bookmark: IEq1995]( \({\mathcal M}\)  mn ( \(\mathbb K\)),⊕; O  mn ) is an abelian monoid.
[bookmark: IEq1996]\((\mathcal{M}_{n^2}({\mathbb K}), \odot, \bf{I}_{n})\) is a monoid.
[bookmark: IEq1997]\((\mathcal {M}_{n^2}({\mathbb K}), \oplus, \odot, \bf{O}_n, \bf{I}_n)\) is a semiring.
For matrices A and B, it holds
[bookmark: Equ1925]$$(\bf{A} \odot \bf{B})^T = \bf{B}^T \odot \bf{A}^T.$$
[bookmark: Sec19106]

Network Multiplication
[bookmark: IEq1998][bookmark: IEq1999][bookmark: IEq19100][bookmark: IEq19101][bookmark: IEq19102][bookmark: IEq19103][bookmark: IEq19104][bookmark: IEq19105][bookmark: IEq19106][bookmark: IEq19107][bookmark: IEq19108][bookmark: IEq19109][bookmark: IEq19110][bookmark: IEq19111][bookmark: IEq19112][bookmark: IEq19113][bookmark: IEq19114][bookmark: IEq19115][bookmark: IEq19116][bookmark: IEq19117][bookmark: IEq19118][bookmark: IEq19119][bookmark: IEq19120]A (simple directed) network \({\mathcal N }\) is an ordered pair of sets ( \({\mathcal V },{\mathcal A }\)) where \({\mathcal V }\) is the set of nodes and \({\mathcal A }\) ⊆ \({\mathcal V }\) × \({\mathcal V }\) is the set of arcs. We assume that the set of nodes is finite \({\mathcal V }\) = { v 1, v 2,… v  n }. Let \({\mathcal N }\) = (( \({\mathcal I }\), \({\mathcal J }\)), \({\mathcal A }\), w) be a simple two-mode network, where \({\mathcal I }\) and \({\mathcal J }\) are disjoint (sub)sets of nodes ( \({\mathcal V }\) = \({\mathcal I }\)∪ \({\mathcal J }\); \({\mathcal I }\) ∩ \({\mathcal J }\) = 0), \({\mathcal A }\) is a set of arcs linking \({\mathcal I }\) and \({\mathcal J }\), and the mapping w : \({\mathcal A }\) → \(\mathbb K\) is the arcs value function called also a weight. We can assign to the network its value matrix W = [ w  ij ] with elements
[bookmark: Equ1926]$$w_{ij} = \left\{ \begin{matrix} {w((i,j))} & {(i,j) \in {\mathcal A}} \cr 0 & {{\rm{otherwise}}.} \cr\end{matrix} \right.$$
The problem with value matrices in computer applications is their size. The value matrices of large networks are sparse. There is no need to store the zero values in a matrix, and different data structures can be used for saving and working with value matrices: special dictionaries and lists.
[bookmark: IEq19121][bookmark: IEq19122][bookmark: IEq19123][bookmark: IEq19124][bookmark: IEq19125][bookmark: IEq19126][bookmark: IEq19127][bookmark: IEq19128][bookmark: IEq19129][bookmark: IEq19130][bookmark: IEq19131][bookmark: IEq19132][bookmark: IEq19133][bookmark: IEq19134][bookmark: IEq19135][bookmark: IEq19136][bookmark: IEq19137]Let \({\mathcal N }\) A = (( \({\mathcal I }\), Ƙ), \({\mathcal A }\) A, w and \({\mathcal N }\) B = ((Ƙ,ℑ)A B, w B) be a pair of networks with corresponding matrices A I×J and B, respectively. Assume also that w A : \({\mathcal A }\) A → \(\mathbb K\), w B : \({\mathcal A }\) B → \(\mathbb K\) and ( \(\mathbb K\),⊕,∩,0;1) is a semiring. We say that such networks/matrices are compatible. The product \({\mathcal N }_A\) ★ \({\mathcal N }_B\) of networks \({\mathcal N }\) A and \({\mathcal N }\) A is a network \({\mathcal N }_C\) = (( I,J), \({\mathcal A }\) C, w C) for \({\mathcal A }\) C = {( i,j);i ∈ I, j ∈ J,c  i,j  ≠ 0} and w C( i,j) = c for ( i,j) ∈ \({\mathcal A }\) C, where C = [ c  ij ]= A ∩ B. If all three sets of nodes are the same ( I = K = J), we are dealing with ordinary one-mode networks with square matrices.
When do we get an arc in the product network? Let's look at the definition of the matrix product
[bookmark: Equ1927]$$c_{ij} = \oplus_{k \in K} a_{ik} \odot b_{kj}.$$
[bookmark: IEq19138][bookmark: IEq19139]There is an arc ( i;j) ∈ \({\mathcal A }\) C if c  ij  is nonzero. Therefore at least one term a  ij  ∙ b  ij  is nonzero, but this means that both a  ij  and b  ij  should be nonzero, and thus ( i,k) ∈ A A and ( k,j) ∈ \({\mathcal A }\) B (see Fig. 1):
[bookmark: Equ1928]$$c_{ij} = \oplus_{k \in N_{\bf{A}}(i)\cap N^-_{\bf{B}}(j)} a_{ik} \odot b_{kj},$$
[bookmark: IEq19140][bookmark: IEq19141][bookmark: IEq19142][bookmark: IEq19143][bookmark: IEq19144]where N  A ( i) are the successors of node i in network N  A  and \(N_{\bf B}^- (j)\) are the predecessors of node j in network \({\mathcal N }_B\). The value of the entry c  i,j  equals to the value of all paths (of length 2) from i ∈ \({\mathcal I }\) to j ∈ \({\mathcal J }\) passing through some node k ∈ \(\mathbb K\).
[bookmark: MO1925][image: ]
Semirings and Matrix Analysis of Networks, Fig. 1
Multiplication of networks
[bookmark: IEq19145][bookmark: IEq19146][bookmark: IEq19147][bookmark: IEq19148][bookmark: IEq19149]The standard procedure to compute the product of matrices \(A_{\mathcal I\times \mathcal K}\) and \(B_{\mathcal K\times \mathcal J}\) has the complexity O(ǀ, \({\mathcal I }\),ǀ,∙ ǀ \(\mathbb K\)ǀ∙ǀ \({\mathcal J }\)ǀ) and is therefore too slow to be used for large networks. Since the matrices of large networks are usually sparse, we can compute the product of two networks much faster considering only nonzero entries (Batagelj and Mrvar 2008; Batagelj and Cerinšek 2013): [image: ]
In general the multiplication of large sparse network is “dangerous” operation since the result can “explode” — it is not sparse.
[bookmark: IEq19150][bookmark: IEq19151][bookmark: IEq19152]From the network multiplication algorithm, we see that each intermediate node k ∈ \(\mathbb K\) adds to a product network a complete two-mode subnetwork \(K_{N^-_{\bf{A}}(k),N_{\bf{B}}(k)}\) (or, in the case A = B, a complete subnetwork K  N(k) ). If both degrees \(\deg_A(k)=|N^-_{\bf{A}}(k)|\) and deg  B ( k) = ǀ N  B ( k)ǀ are large, then already the computation of this complete subnetwork has a quadratic (time and space) complexity — the result “explodes.ȝ
[bookmark: IEq19153][bookmark: IEq19154][bookmark: IEq19155][bookmark: IEq19156]If for the sparse networks \({\mathcal N }\) A and \({\mathcal N }\) B, there are in \(\mathbb K\) only few nodes with large degree and no one among them with large degree in both networks, then also the resulting product network \({\mathcal N }\) C is sparse.
[bookmark: Sec19114]

The Algebraic Path Problem
The use of special semiring and a multiplication of network can lead us to the essence of the shortest path problem (Baras and Theodorakopoulos 2010). Many other network problems can be solved by replacing the usual addition and multiplication with the corresponding operations from an appropriate semiring.
[bookmark: IEq19157][bookmark: IEq19158][bookmark: IEq19159][bookmark: IEq19160][bookmark: IEq19161][bookmark: IEq19162][bookmark: IEq19163][bookmark: IEq19164]Let \({\mathcal N}\) = ( \({\mathcal V}\), \({\mathcal A}\), w) be a network where w: \({\mathcal A}\) → \(\mathbb K\) is the value (weight) of arcs such that ( \(\mathbb K\), ⊕, ⊙,0,1) is a semiring. We will denote the number of nodes as n = ǀ \({\mathcal V}\)ǀ and the number of arcs as m = ǀ \({\mathcal A}\)ǀ.
[bookmark: IEq19165][bookmark: IEq19166][bookmark: IEq19167][bookmark: IEq19168][bookmark: IEq19169]A finite sequence of nodes σ = ( u 0, u 1, u 2,…, u  p−1, u  p ) is a walk of length p on \({\mathcal N}\) iff every pair of neighboring nodes is linked: ( u  i−1, u  i ) ∈ \({\mathcal A}\) i = 1,…, p. A finite sequence ς is a semiwalk or chain on \({\mathcal N}\) iff every pair of neighboring nodes is linked neglecting the direction of an arc. ( u  i−1, u  i  ∈ \({\mathcal A}\) ∨ ( u  i , u  i−1) ∈ \({\mathcal A}\), i = 1, … p. The (semi)walk is closed iff its end nodes coincide: u 0 = u  p . A walk is simple or a path iff no node repeats in it. If the ends of a simple walk coincide, it is called a cycle.
[bookmark: IEq19170]We can extend the value function w to walks and sets of walks on \({\mathcal N}\) by the following rules (see Fig. 2):
[bookmark: IEq19171]Let σ  v  = ( v) be a null walk in the node v ∈ \({\mathcal V}\); then w(σ  v ) = 1.
[bookmark: IEq19172]Let σ = ( u 0, u 1, u 2,…, u  p−1, u  p ) be a walk of length p ≥ 1 on \({\mathcal N}\); then
[bookmark: Equ1929]$$w(\sigma) = \odot_{i=1}^k w(u_{i-1}, u_i).$$
For empty set of walks ∅, it holds w(∅) = 0.
[bookmark: IEq19173]Let S = {σ 1, σ 2,…} be a set of walks in \({\mathcal N}\); then
[bookmark: Equ1930]$$w(\mathcal{S}) = \oplus_{\sigma \in \mathcal{S}} w(\sigma).$$
[bookmark: MO1926][image: ]
Semirings and Matrix Analysis of Networks, Fig. 2
Semiring operations and values of walks
[bookmark: IEq19174]Let σ 1 and σ 2 be compatible walks on \({\mathcal N}\) — the end node of the walk σ 1 is equal to the start node of the walk σ 1. Such walks can be concatenated in a new walk σ 1 ∘ σ 1 for which holds
[bookmark: Equ1931]$$w(\sigma _1 \circ \sigma _2 ) = \left\{ \begin{matrix} {w(\sigma _1 ) \odot w(\sigma _2 )} & {\sigma _1 \,{\rm{and}}\,\sigma _2 \,{\rm{are}}} \cr {} & {{\rm{compatible}}} \cr 0 & {{\rm{otherwise}}.} \cr\end{matrix} \right.$$
[bookmark: IEq19175]Let \({\mathcal S}_1\) and S 2 be finite sets of walks; then
[bookmark: Equ1932]$$w(\mathcal{S}_1 \cup \mathcal{S}_2) \oplus w(\mathcal{S}_1 \cap \mathcal{S}_2) = w(\mathcal{S}_1) \oplus w(\mathcal{S}_2).$$
[bookmark: IEq19176][bookmark: IEq19177][bookmark: IEq19178][bookmark: IEq19179][bookmark: IEq19180][bookmark: IEq19181]In the special case when \({\mathcal S}_1\) ∩ \({\mathcal S}_1\) = ∅, it holds w( \({\mathcal S}_1\) ∪ \({\mathcal S}_2\)) = w( \({\mathcal S}_1\))⊕ w( \({\mathcal S}_1\)). Also the concatenation of walks can be generalized to sets of walks:
[bookmark: Equ1933]$$\begin{array}{ll}\mathcal{S}_1 & \circ \mathcal{S}_2 = \{ \sigma _1 \circ \sigma _2 :\sigma _1 \in \mathcal{S}_1, \sigma _2 \in \mathcal{S}_2, \sigma _1 \cr & {\rm{and}}\,\sigma _2 \,{\rm{are}}\,{\rm{compatible}}\}.\end{array}$$
[bookmark: IEq19182][bookmark: IEq19183]It also holds \({\mathcal S}\) ∘ ∅ = ∅ ∘ \({\mathcal S}\) = ∅.
We denote by:
[bookmark: IEq19184]\(\mathcal{S}^k_{uv}\) the set of all walks of length k from node u to node v
[bookmark: IEq19185]\(\mathcal{S}^{(k)}_{uv}\) the set of all walks of length at most k from node u to node v
[bookmark: IEq19186]\(\mathcal{S}^*_{uv}\) the set of all walks from node u to node v
[bookmark: IEq19187]\(\overline{\mathcal S}\)  uv  the set of all nontrivial walks from node u to node v
[bookmark: IEq19188]\(\varepsilon_{uv}\) the set of all simple walks (paths) from node u to node v
The following relations hold among these sets:
[bookmark: Equ1934]$$\mathcal{S}^k_{uv} \subseteq \mathcal{S}^{(k)}_{uv} \subseteq \mathcal{S}^*_{uv}$$
[bookmark: Equ1935]$$k \ne l\; \Leftrightarrow \;S_{uv} ^k \; \cap \;S_{uv} ^l = \theta$$
[bookmark: Equ1936]$$S_{uv} ^{(k)} = \bigcup\limits_{i = 0}^k {S_{uv} ^i,} S_{uv} ^* = \bigcup\limits_{k = 0}^\infty {S_{uv} ^k }$$
[bookmark: Equ1937]$$K \ge \left| v \right| - 1:\varepsilon _{uv} \subseteq S_{uv} ^{(k)}$$
[bookmark: Equ1938]$$w(S_{uv} ^{(k)} ) = \sum\limits_{i = 0}^k {w(S_{uv} ^i )}.$$
[bookmark: IEq19189][bookmark: IEq19190][bookmark: IEq19191][bookmark: IEq19192][bookmark: IEq19193][bookmark: IEq19194][bookmark: IEq19195][bookmark: IEq19196]A set of walks \({\mathcal S}\) is uniquely factorizable to sets of walks \({\mathcal S}_1\) and \({\mathcal S}_2\) if \({\mathcal S}\) = \({\mathcal S}_1\) ∘ \({\mathcal S}_2\), and for all walks σ 1,σ 1′∈ \({\mathcal S}_1\), σ 2′∈ \({\mathcal S}_2\), σ 1 ≠ σ 2′, σ 2≠ σ 2′, it holds σ 1 ∘ σ 2 ≠ σ 1′ ∘ σ 2′.
[bookmark: IEq19197][bookmark: IEq19198][bookmark: IEq19199][bookmark: IEq19200]For example, for s; 0 < s < k, the nonempty set \(\mathcal{S}^k_{uv}\) is uniquely factorizable to sets \(\mathcal{S}^s_{u\bullet}\) and \(\mathcal{S}^{k-s}_{\bullet v}\), where \(\mathcal{S}_{u\bullet}^s = \bigcup_{t \in \mathcal{V}} \mathcal{S}_{ut}^s\), etc.
[bookmark: IEq19201][bookmark: IEq19202][bookmark: IEq19203]Theorem 1 Let the finite set \({\mathcal S}\) be uniquely factorizable for \({\mathcal S}_1\) and \({\mathcal S}_2\) or a semiring be complete. Then it holds
[bookmark: Equ1939]$$w(\mathcal{S}_1 \circ \mathcal{S}_2) = w(\mathcal{S}_1) \odot w(\mathcal{S}_2).$$
[bookmark: IEq19204]The kth power W  k  of any square matrix W over \(\mathbb K\) is unique because of associativity.
[bookmark: IEq19205]Theorem 2 The entry \(w_{uv}^k\) of kth power W  k  of value matrix W is equal to the value of all walks of length k from node u to node v:
[bookmark: Equ1940]$$w(S_{uv}^k) = \bf{W}^k[u,v] = w_{uv}^k.$$
[bookmark: IEq19206]Therefore if a network \({\mathcal N}\) is acyclic, then it holds for a value matrix W:
[bookmark: Equ1941]$$\exists k_0 <n: \forall k> k_0: \bf{W}^k = 0,$$
k 0 is the length of the longest walk in the network.
[bookmark: IEq19207]If W is the network adjacency matrix over the combinatorial semiring, the entry \(w_{uv}^k\) counts the number of different walks of length k from u to v.
Let us denote
[bookmark: Equ1942]$$\bf{W}^{(k)} = \sum_{i=0}^k \bf{W}^i.$$
In an idempotent semiring, it holds W (k) = (1 + W.)  k .
Theorem 3
[bookmark: Equ1943]$$w(S^{(k)}_{uv}) = \bf{W}^{(k)}[u,v] = w^{(k)}_{uv}.$$
[bookmark: IEq19208]For the combinatorial semiring and W is the network adjacency matrix, the entry \(w_{uv}^{(k)}\) counts the number of different walks of length at most k from u to v.
[bookmark: IEq19209]The matrix semiring over a complete semiring is also complete and therefore closed for \(\bf{W}^* = \oplus_{k=0}^{\infty} \bf{W}^k\).
Theorem 4. For a value matrix W over a complete semiring with closure W* and strict closure W̄ hold:
[bookmark: Equ1944]$$\begin{array}{ll}& w({\mathcal S}_{uv}^* ){\rm{ }} = {\rm{ }}{\bf{W}}^* [u,v] = w_{uv}^* \qquad {\rm{and}} \cr& w(\overline {\cal S} _{uv} ){\rm{ }} = \overline {\bf{W}} [u,v] = \bar w_{uv}.\end{array}$$
For the reachability semiring and W is the network adjacency matrix, the matrix W̄ is its transitive closure.
[bookmark: IEq19210]For the shortest paths semiring and W is the network value matrix, the entry \(w_{uv}^*\) is the value of the shortest path from u to v.
[bookmark: IEq19211]The paper Quirin et al. ( 2008) could be essentially reduced to the observation that the structure \((\overline{\mathbb{R}}_0^+, \min, \fbox{r}, \infty, 0)\) is a (Pathfinder) complete semiring.
[bookmark: IEq19212][bookmark: IEq19213]Let ( \(\mathbb K\), ⊕, ⊙,0,1) be an absorptive semiring and σ be a nonsimple walk from a set \(\mathcal{S}^{(k)}_{uv}\). Therefore at least one node v  j  appears more than once in σ. The part of a walk between its first and last appearance is a closed walk C (see Fig. 3). The whole walk can be written as σ = P ∘ C ∘ Q where P is the initial segment of σ from u to the first appearance of v  j , and Q is the terminal segment of σ from the last appearance of v  j  to v. Note that P ∘ Q is also a walk. The value of both walks together is
[bookmark: Equ1945]$$w(\{ P \circ Q, P \circ C \circ Q \}) = w(P \circ Q).$$
We see that the walks that are not paths do not contribute to the value of walks. Therefore
[bookmark: Equ1946]$$w(\mathcal{S}^*_{uv}) = w(\mathcal{E}_{uv}).$$
[bookmark: IEq19214]Equality holds also for \(\mathcal{S}^*_{uv} = \emptyset\).
[bookmark: MO1927][image: ]
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Example of a walk that is not a path
[bookmark: IEq19215][bookmark: IEq19216][bookmark: IEq19217]Since the node set \({\mathcal V}\) is finite, also the set \({\mathbb E }\)  uv  is finite which allows us to compute the value \(w(S^*_{uv})\). We already know that W* = W () k= (1 + W)  k  for k large enough.
[bookmark: IEq19218]To compute the closure matrix W* of a given matrix over a complete semiring ( \(\mathbb K\), ⊕, ⊙, 0, 1), we can use the Fletcher's algorithm (Fletcher 1980): [image: ]
If we delete the statement c  k [ k,k] := 1 ⊕ c  k [ k,k], we obtain the algorithm for computing the strict closure W̄. If the addition ⊕ is idempo-tent, we can compute the closure matrix in place — we omit the subscripts in matrices C  k .
The Fletcher's algorithm is a generalization of a sequence of algorithms (Kleene, Warshall, Floyd, Roy) for computing closures on specific semirings.
[bookmark: Sec19107]

Multiplication of Matrix and Vector
Let e  i  be a unit vector of length n. — the only nonzero element is at the ith position and it is equal to 1. It is essentially a 1 × n matrix. The product of a unit vector and a value matrix of a network can be used to calculate the value of walks from a node i to all the other nodes.
Let us denote
[bookmark: Equ1947]$$q_1^T = e_i^T \odot \bf{W}.$$
[bookmark: IEq19219]The values of elements of the vector q 1 are equal to the values of walks of the length 1 from a node i to all other nodes: \(q_1 [j] = w(S_{ij} ^1 )\). We can calculate iteratively the values of all walks of the length s, s = 2,3,… k that start in the node i:
[bookmark: Equ1948]$$q_s^T = q_{s-1}^T \odot \bf{W}$$
[bookmark: IEq19220][bookmark: IEq19221][bookmark: IEq19222][bookmark: IEq19223]or \(q_s^T = e_i^T \odot \bf{W}^s\) and \(q_s[j] = w(\mathcal{S}_{ij}^s)\). Similarly we get \({q^{(k)}}^T = e_i^T \odot \bf{W}^{(k)}, \ q^{(k)}[j] = w(\mathcal{S}^{(k)}_{ij})\) and \({q^*}^T = e_i^T \odot \bf{W}^*, \ q^*[j] = w(\mathcal{S}^*_{ij})\).
[bookmark: IEq19224][bookmark: IEq19225][bookmark: IEq19226][bookmark: IEq19227][bookmark: IEq19228][bookmark: IEq19229][bookmark: IEq19230]This can be generalized as follows. Let \({\mathcal I}\) ⊆ \({\mathcal V}\) and \(e_{\mathcal V}\) is the characteristic vector of the set \({\mathcal I}\) — it has value 1 for elements of \({\mathcal V}\) and is 0 elsewhere. Then, for example, for \(q_k^T = e_{\mathcal{I}}^T \odot \bf{W}^k\), it holds \(q_k[j] = w(\bigcup_{i \in \mathcal{I}}\mathcal{S}^k_{ij})\).
[bookmark: Sec19108]
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