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DESCRIPTION OF THE RESEARCH PROJECT

Higher-level bibliographic services

23.1. Scientific background, problem identification and objective of the pro-
posed research

Bibliographic services, including Web of Science/Knowledge, Scopus, CiteSeerX, zbMATH (for-
merly known as Zentralblatt MATH), Google Scholar, DBLP, MathSciNet, COBISS, arXiv and
others, provide data about scientific works (papers, books, reports, etc.). They are usually used
by individual users for searching publications on selected topics, and by institutions for research
evaluation and planning. They are used also in data analysis for bibliometric and scientometric
research. For this purpose the data on a selected topic are often transformed in the collection
of bibliographic networks linking different entities (modes: works, authors, editors, journals,
keywords, institutions, countries, languages, etc.) (Batagelj, Ferligoj, & Squazzoni, 2017).
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Figure 1: A scheme of basic types of entities in IFLA-LRM (Žumer, 2018).

According to the IFLA Library Reference Model (Žumer, 2018), the bibliographic universe
is also represented as a multi-mode multi-relational network, enabling clustering on different
levels, for example versions of papers (preprints, published) or editions of a monograph (see
Figure 1).

The data collected in different bibliographic databases can be used to provide higher order
bibliographic and bibliometric services (such as: what to read (contact/visit)? – a list of im-
portant articles/books (authors, institutions) on selected topic; where to publish? – a list of
journals suitable for the publication of an article; reviewer selection – a list of reviewers suitable
for a submitted article; career application – a candidate’s activity report draft; etc.) for different
types of users (students, researchers, teachers, decision makers, funding agencies, research insti-
tutions, database managers, etc.). The main goal of the project is the identification of potential
higher order services and development of some prototype solutions. To support this goal we
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have to provide high quality data often obtained by combining data from different databases.
We also have to develop new algorithms for some analytical problems.

Most of the higher level services will be based on domain analysis – a field that is based
on theoretical work by Birger Hjørland (e.g., Hjørland & Albrechtsen, 1995; Hjørland, 2002).
Smiraglia (2013) sees domain analysis in the context of knowledge organization as set of tech-
niques for extraction and analysis of semantic intellectual content of a coherent group. As
pointed out by Gutierres Castanha and Wolfram (2018), domain analysis thus enables identifi-
cation of various aspects of a research area, e.g. trends, patterns, main ideas and authors. As
such, it is concerned with the characteristics of communication within a domain (particularly,
scholarly communication).

The data obtained from the established bibliographic services and databases stated above
deal primarily with peer-reviewed and published scientific works, and are usually well structured,
standardised and of high quality. Due to peer review and publication processes such data reflect
the “verified edge of the science” with a lag of 3 months or usually much more. In rapidly
developing research fields (e.g. artificial intelligence, COVID-19 related research, etc.) these
data resemble rather “old news”.

On the other hand, the primary sources of the newest research results are preprints. There
are several established public preprint archives (HAL, arXiv, bioRxiv, etc.). The data authors
usually provide for preprints include title, list of authors, abstract and a PDF file of a paper.
Sometimes preprints are published in several repositories and in different versions. It is quite
a challenge to collect (by web scraping and PDF parsing) and match (advanced clustering)
all these publications and provide at least basic standardization. Fortunately, this work is
already being done and current datasets have been on disposal for research purposes. Most
notable examples include Semantic Scholar Open Research Corpus (SSORC) and its cleaner
derivative S2ORC (updated monthly) by Allen Institute of AI (Lo, Wang, Neumann, Kinney,
& Weld, 2020; L. L. Wang et al., 2020). Recently, the extract of the latter, CORD-19 database
specialized on COVID-19 related papers and preprints, sparked huge interest in AI and text
mining research communities.

Clearly, the data in S2ORC and CORD-19 databases are significantly less standardised
and structurally consistent than the data from established bibliographic services of published
papers. This opens new research challenges in bibliographic network data enhancement and
data analysis. In the future, such methods could find applications in various search and analytic
engines and in a wider context than scientific literature (blogs, news articles, etc.)

A crucial step in construction of bibliographic networks is the entity (works, authors, etc.)
identification/resolution (resolving synonymy/homonymy of entity names/labels). It is a neces-
sary step in combining data from different sources. High precision in entity resolution is required
for obtaining high quality network data. One of the goals of the project is to start developing
robust and high precision methods for entity resolution for specific types of entities, based on
their interconnections (network) data. Our methods will aim at entity identification across all
major bibliographic formats and types of data from services and databases stated above and
will build on previous research, such as Freire, Borbinha, and Calado (2012); Freire (2014).

An important tool for analysis of collections of networks are the derived networks ob-
tained by combining network normalisation (fractional approach) and multiplication of networks
(Maltseva & Batagelj, 2019, 2020). Recently we provided a theoretical background for the frac-
tional approach (Batagelj, 2020) and showed how the temporal networks based on temporal
quantities (Batagelj & Praprotnik, 2016) can be applied in bibliometric analyses (Batagelj &
Maltseva, 2020). We intend to explore the possibilities offered by both approaches. The newly
developed methods will be applied to analyze selected bibliographic data sets.

In particular we plan to carry out various bibliographic analysis on open data provided
by the highest ranking Slovenian international scientific journals (Ars Mathematica Contempo-
ranea, Acta Chimica Slovenica, etc.). This will be carried out in collaboration with their editors.
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Other prototype analyses (methodologies) will include tools and analyses of current trends in se-
lected research (sub-)fields (most probably information science, mathematics, network analysis,
artificial intelligence, COVID-19 research, etc.)

The obtained bibliographic networks are often large (thousands or even millions of entities).
For their analysis efficient subquadratic algorithms should be developed, usually based on the
assumption of the sparsity of networks. In the past we have developed some smaller specialized
libraries (Nets, TQ and Biblio) in Python and an established tool Pajek. Due to the availability
of various algorithms and tools in different programming languages, typical bibliographic net-
work analysis consists of mixing R (statistics, visualisations), Python (text processing, specific
algorithms) and Pajek (large network analysis, closed source, based on Pascal/Delphi). The
nature of development of bibliographic network analytic methods involves a lot of interactive
work with data and many trials and errors. With big datasets containing tens or hundreds of gi-
gabytes of data, the speed and efficiency of execution is crucial. Hence the core algorithms have
to be implemented in a fast C-like programming language which is also easy to use and easy to
maintain. The obvious candidate is the Julia programming language which is steadily gaining
its reputation as a fast data analytics language (Bezanson, Edelman, Karpinski, & Shah, 2017).
Our goal is to start developing an open source Julia library for bibliographic network analysis
that can primarily be used directly, but can also be integrated with packages in R and Python.
In particular, integration of code/packages/modules from other languages like C/C++, Python
and R is significantly easier compared to other languages and often quite straightforward.

We believe that our methods, algorithms, tools and the derived high-quality data will pro-
vide the foundation of higher level services for different kinds of users (researchers, planners,
publishers, etc.).

In summary, the objectives of the project include:

• Identify potential higher level services and carry out several prototype bibliographic anal-
yses and develop related tools, motivated by needs of selected end-users (editors, scientists
on specific fields, funding agencies, research institutions, etc.).

• Development of methods and algorithms for high quality bibliographic entity resolution
based on bibliographic network analysis. This will enable us to implement processing
pipelines that can be applied on bibliographic databases in order to obtain periodically
refreshed high quality and up to date bibliographic data (including preprint data).

• Further development of methodologies and algorithms for analysis of bibliographic net-
works, based on our past research (2-mode networks, fractional approach, temporal net-
works and temporal quantities) motivated by specific types of analyses with emphasis on
how the science is developing in “real-time” (based on preprints).

23.2. State-of-the-art in the proposed field of research and survey of the
relevant literature

Although bibliometric approach is only one of 11 proposed by identified by Hjørland (2002)
for domain analysis, it is the most commonly used approach (e.g., Smiraglia, 2013, 2015; Chen
& Xiao, 2016; S. Wang, 2019; Gutierres Castanha & Wolfram, 2018; Agrahari, Chaudhary, &
Singh, 2018). However, there are different ways of limiting the coherence of a group in domain
analysis, e.g. with the starting point being a seminal volume (Smiraglia, 2015), most prominent
output (Smiraglia, 2013) or articles in a particular journal (Gutierres Castanha & Wolfram,
2018; Agrahari et al., 2018). As the limits of a domain are determined by the examined frame
of publications, it would be benefitial to study publications in different contexts/databases,
taking into account both citation indexes (e.g. Scopus/Web of Science), as well as broader
collections, e.g. COBISS.
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Despite various bibliometric analyses of scholarly publication in Slovenia, they were in
large part made at macro-level (e.g., Kronegger, Mali, Ferligoj, & Doreian, 2012; Karlovčec
& Mladenić, 2015; Karlovčec, Lužar, & Mladenić, 2016; Lužar, Levnajić, Povh, & Perc, 2014;
Bartol, Budimir, Dekleva-Smrekar, Pusnik, & Juznic, 2014). Therefore, true domain analyses
in Slovenian context are lacking. We propose such an analysis, taking into account all of the
researchers that have a particular field of research assigned to them. As interdisciplinary fields
can be of greater interest, one possibility would be e.g. analysis of publications by authors to
whom the field 5.13 – Social Sciences/Information and Library Science is assigned. Such an
analysis would e.g. study the coherence of the group, its research topics, patterns and trends of
publication, collaboration and citation.

From special bibliographies (BibTEX, EndNote) and bibliographic databases it is possible to
obtain data about works (papers, books, reports, etc.) on selected topics. A typical description
of a work contains the following data: authors; title; publisher/journal; publication year and
pages. In some sources, additional data are available including languages, classification of
documents, keywords, authors’ institution/country affiliation, lists of citations and abstracts.
This data can be transformed into a collection of compatible two-mode networks on selected
topics: works × authors; works × keywords; works × countries, and other pairs of characteristics
describing works. Besides these networks, we can also get partitions of works by their publication
years, partitions of works by journals, vector of number of pages, and, in some cases, (one-mode)
citation networks.

When constructing any of these networks, the first task is to specify the nodes and which
relations are linking them. In short, the network boundary problem (Marsden, 1990) has to
be solved. This includes deciding whether a network is one-mode or two-mode and which
node properties are important for the intended analyses. For specifying links, this amounts to
answering a series of questions:

(1) Are the links directed?

(2) Are there different types of links (relations) to include?

(3) Can a pair of nodes be linked with multiple links?

(4) What are the weights on the links?

(5) Is the network static, or is it changing through time?

Another problem occuring often when defining the set of nodes is the identification of nodes.
The unit corresponding to a node can have different names (synonymy), or the same name
can denote different units (homonymy or ambiguity). For example in the BibTEXbibliography
from the Computational Geometry Database (Jones, 2002) the same author appears under 7
different names: R.S. Drysdale, Robert L. Drysdale, Robert L. Scot Drysdale, R.L. Drysdale, S.
Drysdale, R. Drysdale, and R.L.S. Drysdale. Insider information is needed to decide that Otfried
Schwarzkopf and Otfried Cheong are the same person. At the other extreme, there are at least
57 different mathematicians with the name Wang, Li in the MathSciNet Database (TePaske-
King & Richert, 2001). Its editors have tried hard, from 1985, to resolve the identification of the
author’s problem during the data-entry phase. Significant growth of contributions by Chinese
scientists and their full name similarity in roman transcriptions adds additional complexity to
the problem. In the future, the problem could be eliminated by general adoption of initiatives
such as using ORCID.

The author name resolution becomes even more challenging when data from preprints are
considered, as the process of entering authors is even less controlled. A preliminary analysis of
the CORD-19 database presented us with several additional challenges. In a small percentage
of papers the authors are wrongly parsed, often due to special characters, as not all web pages
use UTF-8 encoding and some use HTML special character codes (like &Aacute;). Sometimes
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this can be fixed by certain replacements. Sometimes web pages that are being scraped contain
badly entered data. We have found that about 3% of article records of the World Health
Organization repository have long lists of author names and multi word surnames which are
just separated by commas and thus full author’s names are not deterministically separable.
There are challenges with long multi-word family surnames (e.g. Portuguese, Spanish ones),
positioning of “from family or location” adjectives in different languages (von, van der, de,
der, della, etc.) and generational name additions (like Jr., Sr., 2nd, III). Sometimes papers
are obtained from several sources and with different versions, even with different numbers of
authors. Some problems can be addressed by improved parsing, but sometimes the parsed
results are unusable and have to be omitted from further analyses.

Similarly in the WoS work’s references we find the following journal names: NUCLEIC
ACIDS RES, NUCL ACIDS RES, NUCLEIC ACIDS RES S, NUCLEIC ACIDS RES S2, NUCL
ACID RES, NUCL ACIDS RES S2, NUCL ACIDS S SER, NUCL ACIDS RES S, NUCL AC
RES, NUCLEIC ACIDS RES S1, Nucleic Acids Res, NUCL ACIDS RES S1 or Q J R MET
SOC, Q J R METEOROL SOC, Q J ROY METEOR SO S1, Q J ROY METEOR SOC, Q J
ROY METEOR SOC B, QUART J ROY METEOR S, QUART J ROY METEOROL, QUART
J ROY METEOROL SOC, QUART J ROYAL METEOR. The immediate issue with all of
these names is whether they denote the same journal or a small set of journals. ISSN is an
international identifier, but unfortunately rarely used in databases. In resolving the journal
identification problems, it is possible to use the Global serials directory Ulrichsweb (2022) and
Journal Abbreviation Sources (2022) and many other services and data sources.

The identification problem appears also when the units are extracted from plain text parts
of documents. In producing keywords from the title or abstract of a work, the unimportant
‘stop words’ must be eliminated first. The remaining (real) terms (words or phrases) are usually
standardized by replacing them by a ‘canonical’ representative. For example, terms ‘function’,
‘map’, ‘mapping’ and ‘transformation’ in the mathematics literature can be considered as equiv-
alent terms. Similar problems are equivalent terms from multi-lingual sources. To resolve this
problem it is necessary to provide lists of equivalent terms or dictionaries.

Yet another source of identification problems stem from the grammar rules of the language
used in a specific document. For example the action, ‘go’ can appear in the text in a variety
of different forms including ‘go’, ‘goes’, ‘gone’, ‘going’ and ‘went’. Resolving these grammar
problems requires the use of stemming or lemmatization procedures from natural language
processing toolkits such as NLTK (Bird, Klein, & Loper, 2019; Perkins, 2010) or MontyLingua
(Liu, 2004).

The general entity resolution problem is well elaborated in text mining literature (Buscaldi
& Rosso, 2008; Talburt, 2011; Christen, 2012; Reitz & Hoffmann, 2013; Momeni & Mayr, 2016;
Windham, 2019; Yadav & Bethard, 2019). In bibliometric analysis we need high precision
solutions. We will try to develop them on the basis of specific structure (interconnections) of
bibliographic data. From data collected from bibliographic databases we can construct different
bibliographic networks (Batagelj, Doreian, Ferligoj, & Kejžar, 2014). For example using the
program WoS2Pajek we obtain from data collected from WoS (Web of Science) the following
two-mode networks: the authorship network WA on works × authors, the journalship network
WJ on works × journals, the keywordship network WK on works × keywords, and the (one-
mode) citation network Cite on works. We also obtain the following node properties: the
partition year of works by publication year, the DC partition distinguishing between works
with complete description (DC [w] = 1) and the cited only works (DC [w] = 0), and the vector
of number of pages NP. Analyzing these networks we can get distributions of frequencies of
different units (authors, journals, keywords) describing overall properties of networks. We can
also identify the most important units (Cerinšek & Batagelj, 2015) An important tool in the
analysis of linked (collections of) networks is the network multiplication that produces derived
networks linking not directly linked sets of units – for example, the network AK = t(WA) · WK
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(t(A) is the transpose of matrix A) links authors to keywords (Batagelj & Cerinšek, 2013).

Figure 2: The main link island in the normalized keywords network for SNA.

The fractional approach was proposed by de Solla Price and Beaver (1966) and later Lindsey
(1980). For example in the analysis of co-authorship the contributions of all co-authors to a
work has to add to 1. Usually the contribution is then estimated as 1 divided by the num-
ber of co-authors. A normalization of network A obtained in this way is denoted n(A). An
alternative rule, Newman’s normalization, which excludes the self-collaboration was proposed
by Newman (2001). Recently several papers (Batagelj & Cerinšek, 2013; Cerinšek & Batagelj,
2015; Perianes-Rodríguez, Waltman, & van Eck, 2016; Prathap & Mukherjee, 2016; Leydesdorff
& Park, 2017; Gauffriau, 2017) reconsidered the background of the fractional approach. In the
paper (Batagelj, 2020) we proposed a theoretical framework based on the outer product decom-
position to get the insight into the structure of bibliographic networks obtained with network
normalization and multiplication.

In Figure 2 the main link island (the most connected nodes) in the network nKK of key-
words co-appearance for the field of social network analysis (SNA) is presented. Keywords are
lemmatized, nKK = t(n(WK )).n(WK ), |W | = 70792, |K| = 32409, |E(nKK )| = 2799530.

A more detailed insight in the evolution of bibliographic networks is enabled by considering
also the temporal information. In a temporal network, the presence and activity of its nodes
and links and their values can change through time. In a description of a temporal network we
have to provide information about these changes. Early applications of temporal networks were
introduced in the project scheduling (CPM, Pert) in operations research (Moder & Phillips,
1970), in the transportation network analysis (Bell & Iida, 1997), and as constraints networks
in artificial intelligence (Dechter, 2003). Also for data analytic tasks different approaches were
proposed (Holme, 2015). Most often the cross-sectional approach is used in which the time
consists of a finite number of time points (intervals). A time slice for a given time point t is a
(static, ordinary) network for which the set of nodes/links contains all the nodes/links active
in this time point. The analysis is performed on each slice separately using standard network
analysis methods producing a ‘time series’ of results. Another interesting formalization are the
time-varying graphs (Casteigts, Flocchini, Quattrociocchi, & Santoro, 2012).

In the paper Batagelj and Praprotnik (2016) a longitudinal approach to analysis of temporal
networks based on temporal quantities was proposed. It is an alternative to the traditional
cross-sectional approach. A temporal quantity is describing how the corresponding property is
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changing through time. This approach has the following advantages:

(1) it works for both discrete and continuous time;

(2) it internally (inside operations) adapts to the granularity of data;

(3) the result of a method is usually again a temporal network or a list of temporal quantities.

The proposed approach can be applied to temporal bibliographic networks. It can be used
also in other similar contexts. For the state-of-the-art on temporal networks see Holme and
Saramäki (2019). In a recent paper (Batagelj & Maltseva, 2020) we showed how the traditional
bibliographic networks and information about the publication year can be transformed into the
corresponding temporal (instantaneous or cumulative) network.

Figure 3: Frequency distribution of appearances per year of the keyword “support” in SNA
literature.

For example, we computed the proportion of the number of appearances of each keyword
to the most frequent keyword appearance for each year based on the instantaneous temporal
version of the network WK . This proportion normalizes the importance of a selected keyword
over time from 0 to 100%. In Figure 3, changes through years of importance in SNA literature
of the keyword “support” are presented.

Figure 4: Distribution of number of works on peer-review that authors Reyes and Andersen
wrote together each year.

The instantaneous co-authorship network Coi is obtained as Coi = t(WAi)·WAi, where WAi
is the instantaneous temporal version of the network WA. The weight Coi(a, b) is a temporal
quantity describing the number of works authors a and b wrote together each year. Figure 4
presents the co-authorship of Reyes, H. and Andersen, M. in the field of peer-review (data from
Batagelj et al., 2017).

The derived instantaneous temporal network describing citations between journals is ob-
tained as JCJ = t(WJi) · CiteI · WJc. Note that the first two factors are instantaneous and the
third network in the product is cumulative. The weight of the element JCJ (i, j) is equal to the
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Figure 5: Distribution of number of citations from the journal BRIT MED J to JAMA-J AM
MED ASSOC in the peer-review literature.

number of citations per year from works published in journal i to works published in journal
j. In a special case when i = j we get a temporal quantity describing self-citations of journal
i. In Figure 5 the temporal quantity JCJ (BRIT MED J, JAMA-J AM MED ASSOC) in the field of
peer-review is presented.

To identify keywords specific for a given group of authors or works we can apply the TF–
IDF approach (Robertson, 2004). In Table 1 the most specific keywords for the field of SNA
according to TF–IDF weights for selected three journals (groups of works) are presented.

Table 1: The most specific keywords on SNA for selected journals according to TF–IDF weights.

All three approaches, normalization, network multiplication, and temporal networks, can be
combined and span a large, mostly unexplored space for development of new methods.
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One of the tags assigned to an author is his research interest. The topic of determining
research fields in Slovenia and elsewhere is briefly discussed by Bartol et al. (2014). Other
authors, e.g. Önder, Schweitzer, and Yilmazkuday (2021) have worked on determining research
fields from bibliographic data. For instance, the SICRIS/COBISS database contains for each
researcher a hierarchical research interest (RI). E.g. 1.01.05 represents (1) Natural Sciences, (01)
Mathematics, (05) Graph Theory. However, in several cases this information is missing or it
does not best represent the current or main research interest of a researcher. In some cases there
was an error committed while inputting the data. On the other hand the Scopus database of
scientific journals contains information about the Scientific Fields (SF) that a journal is covering.
For instance, the journal “Ars Mathematica Contemporanea” is classified as a Mathematical
journal, covering four areas of mathematics: Algebra and Number Theory, Discrete Mathematics
and Combinatorics, Geometry and Topology, and Theoretical Computer Science. Our intention
is to find how RIs correlate with SFs and then use this bond to find outliers and errors in data.
Independently we will use other independent tests to check the data, such as collaboration
distance, or keywords. One expects that co-authors will tend to have similar research interests.
Also a collection of keywords may be used to pinpoint a connection between research interest
(RI) on the one hand and a scientific field (SF) on the other.

Another topic we intend to explore is the connection between cuts, islands and cores and
research interests of authors in co-authorship networks. We intend to introduce new network
invariants that will measure departure of an induced subgraph from a monochromatic one,
where colors are research interests.

Recently, in two distinct occasions, we have used collaboration network and collaboration
distance to solve practical problems (J. Pisanski & Pisanski, 2019; T. Pisanski, Pisanski, &
Pisanski, 2020). If this project is fully financed we will make a detailed analysis of various
ways to construct such networks, mainly based on fractional and temporal approach (Batagelj,
2020; Batagelj & Maltseva, 2020). Large networks only become accessible if we prune them
via procedures such as the MST-based algorithm for Pathfinder networks (Quirin, Cordón,
Guerrero-Bote, Vargas-Quesada, & Moya-Anegón, 2008).

We also want to explore structural virality (Goel, Anderson, Hofman, & Watts, 2016) com-
puted for trees following (Mohar & Pisanski, 1988) applied for instance to trees arising from
word suffixes (or prefixes) in a text. We also plan to extend the structural virality algorithm
from trees to Pathfinder networks.

Our plan is to be able to work on relatively big datasets. For instance metadata of CORD-
19 contains more than 420k papers including titles, abstracts and lists of authors. The size of
the imported CSV is more than 0.5 GB. Data cleaning and general vectorized table operations
(filters, joins, group-by, summarize) are performed relatively fast using the optimized library
data.table in R on an average 4-core/16 GB RAM machine, the slowest ones within a few
seconds. Network operations carried out with our Python libraries (Nets, TQ, Biblio) are much
slower, in minutes, and need to be implemented in a faster programming language. We plan
to start developing a specialized open-source bibliographic network analysis package in Julia,
to support the developed analytic methods and algorithms. Julia is ideal, as it offers C-like
speed while providing much better maintainability and ease of use (McNicholas & Tait, 2019;
Sengupta & Edelman, 2019; Perla, Sargent, & Stachurski, 2020).

23.3. Detailed description of the work programme

WP1. Project management, coordination and dissemination

This work package runs throughout the project and consists of three main tasks. The detailed
description of the work in this package and overall project management is available in the section
23.5. Project management.
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T1.1 – Coordination. There are 3 partners in the project which have already established
long-term cooperation. We will monitor the work on the project on monthly seminars.

T1.2 – Reporting. Done on a yearly basis, as required by the financer (SRA/ARRS). Princi-
pal investigator will assign a member of the project to coordinate the collection of achievements
in the reporting period, to prepare and submit the annual report. Financial reporting and funds
monitoring will be performed by the accounting departments of the partners.

T1.3 – Dissemination. The obtained results will be reported on international scientific
conferences and published in scientific journals. The developed software, its documentation and
example data sets will be made available on GitHub as open-source.

WP2. Identification of higher order services and implementation of prototype
solutions

The main goal of the project is the identification of potential higher order services and de-
velopment of some prototype solutions, based on investigation of actual needs and contexts
of different interest groups. To support this goal we have to provide high quality data often
obtained by combining data from different databases. We also have to develop new algorithms
for some analytical problems.

WP3. Methods and tools for the identification of units (entity resolution)

In the process of data cleaning we try to resolve the problem of identification of units – sometimes
(for resolving ambiguity) by correcting the raw data and creating a new version of networks.
The entity resolution task is well elaborated in general data mining literature. In the case
of bibliographic data we can exploit (the additional knowledge about) network structure in
developing special high performance tools. We will try to develop such methods. In such
a way a raw data transformation pipeline is built incrementally. Such a pipeline is used for
processing fresh updates of input data. The outputs of the pipeline are cleaned elementary
bibliographic networks that can be used for analysis. The work in this WP will involve problems
of identification of works, authors, journals, countries, and determining keywords, building on
existing solutions such as the ones described in Smiraglia and Cai (2017). Results of each of
the tasks will include methods for detection of anomalies, resolution proposals and algorithmic
updates implementing the resolution proposal into the transformation pipeline. The results will
be published as open-source code leveraging our Julia library and will be described in periodic
reports.

WP4. Theoretical research in bibliographic network analysis

An important tool in analysis of collections of linked networks (bibliographic networks are
a special case) is network multiplication (Batagelj and Cerinšek, 2013) which enables us to
compute derived networks. In order to consider each unit equally in the analysis of bibliographic
networks, the fractional approach is used. Its theoretical background was proposed in our recent
paper (Batagelj 2020). In papers Batagelj and Praprotnik (2016) and Batagelj and Maltseva
(2020) we proposed a longitudinal approach to temporal network analysis and showed how it
can be applied in analysis of temporal bibliographic networks. We will continue to explore the
possibilities provided by these three approaches in the bibliographic network analysis. The main
tasks in this WP include:

• T4.1 – New derived networks based on normalization and multiplication; ex-
tension to weighted networks
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• T4.2 – Temporal versions of derived networks

• T4.3 – New temporal quantities describing temporal bibliographic networks

• T4.4 – Clustering in temporal networks
The result of tasks will be new methods with demonstrations. Methods will be implemented in
WP5. Progress will be described in periodic reports.

WP5. Development of new methods for bibliographic network analysis in a new
Julia package

Bibliographic networks can be large (some hundred thousands or even millions of nodes). The
developed software support should provide solutions that can deal also with such data efficiently
– in a range of some seconds or minutes. The core of this WP will be implementation of the new
library in the Julia programming language, that is interoperable with Python, R and Pajek.
The library will be based on experiences gained from Python libraries Nets, TQ and Biblio.
We will also develop direct data imports/exports from JSON based formats and direct and
rich network visualization methods leveraging modern Javascript/HTML/CSS based libraries
(vis.js, vis-network, d3.js, NetworkD3). An important part of the library will be data structures
and analytic algorithms to support data cleaning in WP3. The tasks in this WP include:

• T5.1 – Implementation and optimization of basic data structures and algo-
rithms from Nets and TQ in Julia. This includes implementation of reading/writing
data in selected formats and basic integration with Python, R and Pajek, when specific
packages or functionalities are needed (e.g. text processing, statistical analyses, advanced
network analytic algorithms).

• T5.2 – Implementation of advanced algorithms. Advanced algorithms will be im-
plemented based on methods developed in WP4.

• T5.3 – Visualization methods. Integrations with selected Javascript/HTML/CSS
visualization libraries.

• T5.4 – Testing, optimization and documenting the library.

WP6. Demonstration of applications

The prototype demonstrations will be developed with selected end users, considering their
needs and use cases. We will work with editors of selected journals (e.g. Ars Mathematica
Contemporanea, Acta Chimica Slovenica). The use cases we may consider include: selecting
appropriate reviewers, evaluation of reviewers, quality of data evaluation, automatic suggestion
of keywords, etc. We will also consider use cases from the “consumer” side, namely authors,
researchers and students. This may include keyword suggestions, journal suggestions, possible
partners for research collaboration, papers to read for selected topics. Demonstrations will be
focused on selected research fields (e.g. mathematics, social network analysis, etc.). The work
package will be divided into the following tasks.

• T6.1 – Bibliometric analysis in selected research fields with demonstration of
the newly developed methods

• T6.2 – Applications for journal managers

• T6.3 – Applications for authors, researchers and students
To demonstrate the power of bibliographic (temporal) network analysis we will construct some
collections of large networks on selected scientific fields and analyze them providing an insight
into development and structure of the field.
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23.4. Available research equipment over 5.000 e

For most data sets a better laptop with at least 32 GB memory is sufficient. For very large data
sets we will use the computing facilities available at the UP.

23.5. Project management: Detailed implementation plan and timetable

The project is spanned over three organizations: University of Primorska, Faculty of Mathemat-
ics, Natural Sciences and Information Technology (UP FAMNIT); Institute of Mathematics and
Physics, Ljubljana (IMFM); and University of Ljubljana, Faculty of Arts (UL FF). Roughly,
UL FF will be focused mainly on information science aspects, while UP FAMNIT and IMFM
will be responsible primarily for algorithm design, data processing and prototyping.

Project management. The principal investigator (PI) will be responsible for the achieve-
ment of milestones (reports) and deliverables. He will also ensure that the project is up and
running within the set deadlines. Members of work package groups will have weekly meetings
to assess progress on the project and identify possible risks. Results and work in progress will
be presented in seminars. The communication on the project will be carried out via electronic
media and meetings. Documents and computer code will be stored in GIT repositories.

General methodology. The development of methods in data analysis consists of analyzing
data, setting approximate conjectures, developing and implementing analytic algorithms sup-
porting the method, testing and at the end evaluation of results and the method itself. Software
development of a library consists of cycles that include planning, implementation, testing, op-
timization and documentation. Initial cycles can be simplified and consist only of planning,
prototyping and evaluation for the purpose of development of methods which lead consolidation
cycles (planned code rewrites). All the above stated methods are iterative processes.

Project timeline. The expected project duration is 3 years. Most of the work packages will
be active throughout the project. The only exception is WP6 which will be active during the
final year of the project.
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